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ABSTRACT

In this paper, we consider a pressure-driven flow of a viscoelastic fluid in a straight rectangular channel undergoing a solidification phase
change due to polymerization. We treat the viscoelastic response of the fluid with a model based on the formalism of variable-order calculus;
more specifically, we employ a model utilizing a variable-order Caputo-type differential operator. The order parameter present in the model
is determined by the extent of polymerization induced by light irradiation. We model this physical quantity with a simple equation of kinet-
ics, where the reaction rate is proportional to the amount of material available for polymerization and optical transmittance. We treat cases
when the extent of polymerization is a function of either time alone or both position and time, and solve them using either analytical or
semi-analytical methods. Results of our analysis indicate that in both cases, solutions evolve in time according to a variable-order decay law,
with the solution in the first case having a hyperbolic cosine-like spatial dependence, while the spatial dependence in the second case con-
forms to a bell curve-like function. We infer that our treatment is physically sound and may be used to consider problems of more general
viscoelastic flows during solidification, with the advantage of requiring fewer experimentally determined parameters.

VC 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0177121

I. INTRODUCTION

Flows of fluids undergoing phase change due to physical or
chemical processes are a set of phenomena which are highly relevant
in the context of both theoretical and applied problems, and have been
examined and analyzed in works pertaining to the fields of classical
fluid mechanics, metallurgy, reactor physics, biomechanics, geophys-
ics, and more. Examples of these include flows of thin films during
solidification as presented by Myers et al.,1 flows of water freezing into
ice in the vicinity of ships’ hulls or aircraft wings as given by Sultana
et al.2 and Moore et al.,3 magma flows as presented by Boukar�e and
Ricard,4 molten metal flows during casting processes as given by Wu
et al.,5 flows of molten salts in advanced nuclear reactors as presented
in Le Brun et al.,6 and flows of organic tissue during organogenesis as
presented by Jones and Chapman,7 etc.

Flows occurring during solidification phase changes are in some
cases viscoelastic, which means that the mechanical response of the
fluid is simultaneously a function of both deformation and its rate in
time. Such flows are representative of polymer fluids or melts, with the

viscoelastic behavior originating from the complex structure and inter-
action of polymer molecules at the molecular length scales. These types
of phenomena are involved in engineering applications as diverse as
manufacturing of various objects and structures by casting or extrud-
ing polymer melts, coating various objects in order to modify their sur-
faces or other manufacturing techniques, such as 3D printing of
polymer materials, stereolithography or more advanced and complex
methods such as “4D-printing,” which are presented in depth in Ref. 8.
Theoretical understanding of related phenomena would enable devel-
opment of more advanced, precise and efficient manufacturing meth-
ods. Among those are patterning of surfaces due to hydrodynamic
instabilities during polymerization, which grant these surfaces special
properties, or “preprogramming” fabricated parts by controlling local
material properties. Both of these methods may be implemented by
controlling the process of polymerization through some external influ-
ence, such as, e.g., light irradiation.

Solidification of polymer fluids or melts is a consequence of
chemical reactions, which occur as a consequence of the materials in
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question undergoing transformations at the molecular length scale.
These transformations can include both polymerization, i.e., the
growth of long chains of organic molecules from monomer units and
cross-linking of these chains via chemical bonds, which results in a
physically stiffer and harder network, and is referred to as curing. Both
polymerization and curing due to cross-linking typically require the
presence of catalysts and/or an external sources of energy in order to
initiate and maintain the chemical reaction, with heat or light radiation
being such possible sources. Supplying the system with energy deter-
mines the reaction rate, i.e., the course of the chemical reaction, in turn
influencing the material/mechanical properties such as its viscosity
and elasticity, which then affect the mechanical response of materials.

It serves well to note the importance of various mathematical
tools used in the analysis of viscoelastic flow, especially models of vis-
coelastic response. These models typically introduce so-called material
related nonlinearities, which reflect the non-linear nature of viscoelas-
tic response, and are commonly derived by modeling the response
with networks of springs and dashpots, while there also exist alterna-
tive approaches based on the formalism of statistical mechanics. The
complexity of models based on networks of discrete elements typically
increases with the accuracy of the model, which means that a larger
number of material constants requires to be determined with experi-
mental methods in order to be able to utilize the model. One possible
way of formulating a model of viscoelastic response which possesses a
smaller number of material constants is to base it on the formalism of
either fractional- or variable-order calculus. Models of viscoelastic
response based on variable-order integrodifferential operators, where
the order is a function of, e.g., position and time, are particularly suit-
able for describing the response in cases where some sort of phase
change is taking place, as the mode of the response is related to some
relevant order parameter, e.g., the extent of polymerization.

Mathematical analysis of various viscoelastic flows is a field of
research which has seen plenty of development in the past. Works by
Renardy9 and Siginer10 represent a comprehensive overview of the the-
oretical formalism from this field, while the contribution of Alves
et al.11 gives a very detailed overview of numerical approaches. The
paper published by Boyko and Stone,12 which considers a pressure-
driven channel flow of an Oldroyd-B fluid, also provides a comprehen-
sive review of pressure-driven viscoelastic flows. Other works which
consider either steady-state or transient cases of pressure-driven visco-
elastic flows are those of Rahaman and Ramiksoon,13 Cruz et al.,14,15

Dressler and Edwards,16 Letelier and Siginer17,18 who treated the prob-
lem analytically or semianalytically, and those of Keshtiban et al.19 and
Yapici et al.,20 who treated the problem numerically, while Siline and
Leonov21 utilized both of the approaches. Instabilities present in vari-
ous viscoelastic fluids is also a field of research, which has recently
attracted considerable interest, and is comprehensively reviewed in a
paper by Datta et al.22

There has also been plenty of research concerning problems
related to mathematical modeling of polymerization in various cir-
cumstances, with frontal polymerization receiving a lot of focus due to
its presence in various phenomena and industrial processes, such as
manufacturing of composite materials, 3D printing, stereolithography,
etc. Work by Suslick et al.23 provides a very broad as well as detailed
overview of both theoretical and experimental aspects of both thermal-
and photo-frontal polymerization. Thermally induced frontal photo-
polymerization was considered in works by Heifetz et al.,24 Devadoss

et al.,25 Heifetz et al.,24 Goli et al.,26 and Lloyd et al.,27 while photopoly-
merization, i.e., polymerization induced by light, was examined in
works by Cabral and Douglas,28 Warren et al.,29 and Lang et al.30

A number of contributions has also been published which exam-
ined the problem of viscoelastic flows influenced by the simultaneously
occurring phase change. These contributions may be distinguished in
the way the influence of the phase change was implemented when con-
cerning, e.g., thermal polymerization. One type of treatments imple-
ment models of mechanical response, which account for the phase
change through an explicit dependence on temperature, such as the
Williams–Landel–Ferry equation, presented in Ref. 31. Another type
utilizes the approach of solving some reaction rate equation which gov-
erns some order parameter, and implement a model of response which
depends explicitly on said parameter. Among those who utilized the
first approach were Isayev and Hieber,32 Kamal et al.,33 Solloghoub
et al.,34 Habla et al.,35 Xia et al.,36,37 and Serdeczny et al.,38 while
among those who utilized the second approach were Castro and
Macosko,39 McCaughey et al.,40 Joo et al.,41 and Khan et al.42 In their
work,43 Su et al. described their numerical methodology which is capa-
ble of solving problems of viscoelastic flows undergoing phase change.

Among the first to consider the generalization of classical integer-
order calculus to fractional-order were Leibniz, l’Hôpital, and Euler,
while Abel, Riemann, Liouville, Reisz, Weyl, and Caputo were the first
to publish works which represent theoretical foundations of this for-
malism, as presented by Ross.44 A general overview of the formalism
of fractional-order calculus is presented in contributions of Odlham
and Spannier,45 Samko et al.,46 Wheeler,47 and Podlubny,48 while vari-
ous applications of this formalism are presented in the treatise by
Suzuki et al.49 Samko and Ross50 were also among the first to intro-
duce the concept of variable-order calculus as a generalization of its
integer order counterpart in their work, while Lorenzo and Hartley
later further developed this formalism in their contribution.51 An
extensive overview of the variable-order calculus formalism is given by
contributions of Sun et al.52 as well as Patnaik et al.53 The use of
fractional-order calculus in modeling viscoelastic response has been
presented and overviewed in works by Podlubny,48 Freed et al.,54 Failla
and Zingales,55 and Shitikova,56 while Schiessel et al.57,58 and Heyman
and Bauwens59,60 demonstrated how viscoelastic response models of
this sort can be derived through the use of mechanical models which
have a fractal structure. The use of variable-order operators to model
viscoelastic response was first proposed in works by Ingman et al.,61

Lorenzo and Hartley,51 Coimbra,62 and Ramirez and Coimbra.63

Since their advent, fractional- and variable-order models of visco-
elastic response have also been used to analyze flows of viscoelastic/
polymer fluids under various circumstances. Among those who uti-
lized analytical approaches to solve problems of isothermal non-
reacting flows were Wenchang and Mingyu and others in their
works,64,65 Shah and Qi,66 Ming et al.,67 Sun et al.,68 Gritsenko and
Paoli in their works,69,70 and Letelier and Stockle.71 Those who utilized
numerical approaches were to solve problems of the same kind were
Qiao et al.,72 Mosavi et al.,73 Chen et al.,74 while Ferras et al. utilized
both theoretical and numerical methods in their work.75 Problems of
non-isothermal and reacting flows were also considered, such as those
presented by Rasheed and Anwar,76,77 Yang et al.,78 and Liu et al.79

In this study, we determine the velocity field characteristic of a
pressure-driven channel flow of a viscoelastic fluid, the response of
which is governed by a variable-order model, with the fluid

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 35, 123103 (2023); doi: 10.1063/5.0177121 35, 123103-2

VC Author(s) 2023

 05 D
ecem

ber 2023 10:23:03

pubs.aip.org/aip/phf


undergoing a phase change due to photopolymerization. The setup of
this problem is shown in Fig. 1. In this case, the process of phase
change represents the transition of the material from the state of a
polymer fluid, whose mechanical response is ideally viscous, to a par-
tially solidified state, in which the response is a combination of viscous
and viscoelastic responses. Since we assume the process of solidifica-
tion to be continuous in space and time, the proportion of the visco-
elastic component of response also increases continuously.

In the first part, we assume the process of photopolymerization
to be spatially homogeneous, i.e., independent of position in space,
and a function of time alone, while in the second part we assume it to
depend on both variables. We achieve this by deriving governing equa-
tions of motion for both variations of the problem, which take on the
form of partial variable-order differential equations. We do this under
the assumptions of an isothermal fully developed flow in a channel of
infinite width, and we furthermore assume that the mechanical
response does not influence the course of photopolymerization. We
also solve a simple model of photopolymerization kinetics, the solution
of which determines the variable order appearing in the governing
equations of motion. In both the first and the second parts, we solve
the previously mentioned equations with a combination of analytical
and numerical methods.

The domain in which we consider the response of the physical
system is denoted as X and can be represented as X ¼ fx 2 ½0; L�;
y 2 ½� D

2 ;
D
2 �; z 2 ð�1;1Þg. In order to be able to solve this problem

with tools and methods available to us, we make several assumptions
and simplifications. We assume the flow to be uniaxial along the direc-
tion of the x axis and translationally symmetric with respect to the z
axis, meaning that the velocity field is independent of the z-coordinate,
the basis for which is the assumption of the infinite channel width.
Under this assumption, we can expect the velocity field to be symmet-
ric across the y axis. We will also treat the flow as fully developed, i.e.,
translationally symmetric with respect to the x axis, which is a simplifi-
cation which we can do on the basis of the channel being appropriately
long. We will also assume the pressure gradient to be constant, and
that no external forces exert their influence upon the fluid flow.
Regarding the constitutive law governing the viscoelastic response of
the material, we shall assume a model based on the variable-order cal-
culus formalism.

Regarding the process of photopolymerization, we shall assume
that the fluid is being illuminated/irradiated bilaterally in the x–y

plane, with the luminous flux being constant along the x axis, and we
shall also assume the validity of the Beer–Lambert relation regarding
the optical transmittance of the fluid. We treat the chemical kinetics of
the system by considering the material as a two-component system
consisting of a liquid phase, which is completely unreacted, and a
phase which has undergone some degree of solidification due to the
chemical reaction. In the special case when optical properties do not
changeover the physical domain, the completely unreacted phase is
present only at the very beginning of the reaction.

II. PHYSICAL–MATHEMATICAL MODEL
A. Conservation laws

The response of the fluid in the domain under consideration X is
governed by conservation laws, namely by the conservation of
momentum and conservation of mass. The former is given by the fol-
lowing equation:

q
@vi
@t

þ vj
@vi
@rj

 !
¼ @

@rj
rijðri; tÞ þ qfi; (1)

where ri, i 2 fx; y; zg are the position vector components, viðri; tÞ is
the fluid velocity field component, q is the density, rij is the stress ten-
sor component, and fi is the component of external forces acting upon
the fluid. The latter conservation law is given by the continuity equa-
tion as

@vj
@rj

¼ 0: (2)

B. Fractional- and variable-order operator formalism

The constitutive law which we shall use in our deliberations
involves the formalism of variable-order calculus, which we shall
briefly overview in this subsection. According to the formalism of
fractional-order calculus, integral and differential operators

Ð t
t0
… dt0

and d/dt with respect to some parameter t can be generalized from
integer to rational order through the use of mathematically appropriate
definitions and formalisms. Among these definitions are the
Riemann–Liouville fractional integral and derivative. The former is
given by

RL
t0 I

n
t f ðtÞ :¼

1
CðnÞ

ðt
t0

ðt � t0Þn�1f ðt0Þ dt0; (3)

where n 2 Zþ, while the latter is defined as

RL
t0 D

n
t f ðtÞ :¼

1
Cðm� nÞ

dm

dtm

ðt
t0

ðt � t0Þm�n�1f ðt0Þ dt0; (4)

where n 2 ðm� 1;mÞ and m ¼ dne 2 Zþ. In both Eqs. (3) and (4), f
is some general function, dm=dtm is the mth order derivative, C is the
Euler gamma function, while t0 is the lower limit of integration, which
can be arbitrary set according to the problem under consideration. If
n ¼ m� 1, Eq. (4) reduces to

RL
t0 D

m�1
t f ðtÞ ¼ dm�1

dtm�1
f ðtÞ; (5)

while if n ¼ m, the previously mentioned expression equalsFIG. 1. Pressure-driven flow in a channel during polymerization.
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RL
t0 D

m
t f ðtÞ ¼

dm

dtm
f ðtÞ: (6)

Another possible definition is the one proposed by Caputo in Ref. 80,
given by

C
t0D

n
t f ðtÞ :¼

1
Cðm� nÞ

ðt
t0

ðt � t0Þm�n�1 @m

@t0m
f ðt0Þ dt0; (7)

where n 2 ðm� 1;mÞ for some m 2 Zþ, which differs from the
Riemann–Liouville definition in the interchanged order of composing
differentiation and integration within the operator. In the case of the
Caputo operator, if n ¼ m� 1, the expression given by Eq. (7) equals

C
t0D

m�1
t f ðtÞ ¼ dm�1

dtm�1
f ðtÞ � dm�1

dtm�1
f ðtÞjt¼t0 ; (8)

while if n¼m, then the previously mentioned expression reduces to

C
t0D

m�1
t f ðtÞ ¼ dm

dtm
f ðtÞ: (9)

Definitions of integer-order operators given by Eqs. (3), (4), and (7)
are presented and justified in detail in works by Oldham and
Spanier,45 Wheeler,47 and Podlubny.48 Both the RiemannLiouville and
Caputo definitions can be generalized to the field of variable-order cal-
culus, which provides a theoretical formalism for cases when the order
of integration/differentiation is a function of one or more parameters.
The Riemann–Liouville definitions of the variable-order integral and
derivative operators follow as extensions of definitions given by Eqs.
(3) and (4) as

RL
t0 I

aðt;niÞ
t f ðtÞ :¼ 1

Cðaðt; niÞÞ
�
ðt
t0

ðt � t0Þaðt;niÞ�1f ðt0Þ dt0 (10)

and

RL
t0 D

aðt;niÞ
t f ðtÞ :¼ 1

Cðb� aðt; niÞÞ
� db

dtb

ðt
t0

ðt � t0Þb�aðt;niÞ�1f ðt0Þ dt0;

(11)

where a is some function of t and the set of parameters ni, i 2 N
and whose codomain is given by the interval a 2 ðb� 1; bÞ, while
b ¼ daðtÞe is some constant. We can similarly introduce the variable-
order Caputo-type operator as the extension of its corresponding frac-
tional definition, which may be expressed as

C
t0D

aðni;tÞ
t f ðtÞ :¼ 1

Cðb� aðni; tÞÞ
�
ðt
t0

ðt � t0Þb�aðni ;tÞ�1 @b

@t0b
f ðt0Þ dt0:

(12)

In the equation above, a 2 ðb� 1; bÞ, where b ¼ dae for all t and ni.
Definitions presented by Eqs. (11) and (12) are presented and justified
in works by Samko and Ross50 and Sun et al.52 One widely definition
accepted generalization of the Caputo operator to variable order was
proposed by Coimbra,62 which is valid in cases when the variable order
is a 2 ½0; 1Þ, and is given by the expression

CO
t0 D

aðni;tÞ
t f ðtÞ : ¼ 1

Cð1� aðni; tÞÞ
ðt
t0

ðt � t0Þ�aðni;tÞ _f ðt0Þ dt0

þ ðf ðtþÞ � f ðt�ÞÞt�aðni;tÞ

Cð1� aðni; tÞÞ
; a 2 0; 1Þ:½ (13)

In the second term in equation above, f ðt�Þ and f ðtþÞ represent the
left and right limits of f at t¼ 0. The advantage of defining a variable
operator this way is in the fact that it returns the ath order derivative
of some function f at every time, as explained in Ref. 62.

In the cases which we will consider over the course of this paper,
it shall be most appropriate to set the lower bound of integration t0 in
previous equations to t0 ¼ 0, and we shall mostly deal with Caputo-
type definitions of variable-order operators. Henceforth, we shall for

simplicity’s sake denote RL
0 I

aðt;niÞ
t ¼ I

aðt;niÞ
t and C

0D
aðni;tÞ
t ¼ D

aðni;tÞ
t .

C. Viscoelastic stress model

The stress tensor r in Eq. (1) consists of terms representing the
contributions of normal and shear stresses, therefore of the static pres-
sure term and the contribution of viscoelastic stresses, which is further
subdivided into two distinct parts, as shown by the following expres-
sion for the stress tensor component:

rijðri; tÞ ¼ �pdij þ 2l0 _eijðri; tÞ þ !ijðri; tÞ: (14)

The first term in the equation above represents the contribution of
static pressure, the second term represents the contribution of the
purely viscous response of the fluid, which dominates the mechan-
ical response until the process of phase change/photopolymeriza-
tion begins at t¼ 0, and the third term represents the contribution
of the viscoelastic response present during the phase change,
which occurs for times t> 0. The material constant l0 is equal to
the coefficient of dynamic viscosity of the material prior to the
onset of photopolymerization, while the third term in Eq. (14),
denoted by !ij, is a function of position and time due to its role in
the description of mechanical response, and is given in terms of a
variable-order Caputo-type operator acting upon the deformation
tensor as

!ijðri; tÞ ¼ 2laðri;tÞE1�aðri;tÞDaðri;tÞ
t eijðri; tÞ: (15)

Here, l is the effective intermediate coefficient of dynamic viscosity
during the phase change/photopolymerization process, while E
denotes the Young’s modulus in the limit t ! 1 when the viscoelastic
fluid has solidified completely due to polymerization, and _eij denotes a
component of the rate of strain tensor _e as given by

_eij ¼ 1
2

@vi
@rj

þ @vj
@ri

 !
: (16)

Here, Daðri ;tÞ
t eijðri; tÞ denotes the Caputo-type variable-order deriva-

tive of order a with respect to time t acting upon the strain tensor com-
ponent given by

D
aðri;tÞ
t eijðri; tÞ ¼ 1

Cð1� aðri; tÞÞ
ðt
0
ðt � t0Þ�aðri;tÞ _e ijðt0Þ dt0; (17)

where the codomain of a lies in the range ½0; 1� for all values of ri and
t. The variable order of differentiation a is directly related to the extent
of polymerization / via the equation

aðri; tÞ ¼ 1� /ðri; tÞ: (18)

At this point, we assume both of the variables to vary smoothly in
space and time, i.e., to have at least non-vanishing first derivatives with
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respect to these variables. Observing Eqs. (14) and (15), it is clear that
the model under consideration is equivalent to some sort of a superpo-
sition of the Newtonian and Kelvin–Voight model of material
response, with the variable order of differentiation representing the
means of interpolating between the responses. It should also be noted
that in general, the second term in Eq. (14) associated with the purely
viscous response prior to the onset of phase change remains present
during this process; however, as the extent of polymerization increases,
its contribution to the total mechanical response becomes progres-
sively smaller compared to the third term, and may be considered neg-
ligible in the limit t ! 1.

There are several ways of justifying the use of the fractional-
and variable-order calculus formalism when modeling viscoelastic
response in general, and therefore a model based on the Caputo-type
variable-order derivative in the specific case which we shall consider.
The first argument is that in a linear ideally elastic (Hookean) mate-
rial, the response is proportional to strain—the “zeroth-order” deriv-
ative as

rij ¼ aijklekl; (19)

while in an ideally viscous (Newtonian) material, the response is pro-
portional to the rate of strain—the first order derivative as

rij ¼ bijkl _ekl; (20)

where aijkl and bijkl represent the components of fourth order ten-
sors of elastic and viscous constants a and b, respectively. Since
viscoelastic response can be considered a combination of purely
viscous and purely elastic response, it is possible to argue that such
a response can be effectively modeled by a fractional- or variable-
order operator, which “interpolates” the dependence of stress
between both of the previously mentioned proportionalities. The
second argument for the use of fractional- and variable-order
operators stems from the mechanical response of complex materi-
als present at microscopic length scales. At this level of observa-
tion, microscopic structures often behave in anomalous ways,
which is a direct consequence of various physical mechanisms,
such as complex interactions of defects present in the material, and
in the case of polymers, repetition of entangled molecular chains.
Mechanisms of this nature in turn cause the material to exhibit
what one might call anomalous behavior/response in the contin-
uum limit, i.e., at macroscopic length scales, which cannot be mod-
eled with linear models based on integer order operators with
exponential eigenmodes of response, since such materials exhibit
power-law behavior instead. This line of reasoning is explained in
depth by Suzuki et al. in Ref. 49. The third argument for the use of
fractional- and variable-order operators/previously mentioned
operations can be made on the basis of modeling viscoelastic
response with mechanical analogues. These analogues, which are
networks of springs and dashpots, represent a reliable method of
obtaining constitutive laws from simple building blocks, as they
are a physically sound abstraction of physical behavior at the
molecular length scales. Mechanical analogue models typically
require a large number of constants which need to be determine
experimentally if they are to be useful in modeling more general
situations or situations where algebraic or power law response is
expected. However, if they are arranged in a fractal, i.e., self-
similar network, the resulting constitutive model results in the

viscoelastic stresses being proportional to a fractional-order deriv-
ative of the strain, with fewer constants required. This fact has
been shown in the works by Heymans and Bauwens59,60 as well as
Schiessel et al.57,58 The performance of fractional models can then
be improved upon further by making the order of the derivative a
function of time, a step which enables an even more accurate
mathematical representation of viscoelastic response. One could,
therefore, also argue that a variable-order viscoelasticity model
corresponds to a fractal analogue model whose structure changes
according to some parameter, e.g., time, which is in fact what hap-
pens when polymer fluids solidify due to a polymerization chemi-
cal reaction, and to which we alluded in the previous argument.
The rationale for determining the order parameter, i.e., the vari-
able order of differentiation, via Eq. (18), is hinted at in the work
by Ramirez and Coimbra,63 as they (in the case of viscoelastic com-
pression) relate the value to some measure of the long-range order
in a material. By long-range order in this particular sense, we
mean a certain degree of correlation of molecules’ orientations and
velocities over larger distances. When the extent of polymerization
/ is zero, the response is purely viscous, as there is no long-range
order, and the order parameter a in Eq. (15) is equal to one.
Conversely, when polymerization has occurred in entirety, i.e., /
equals one, the response is purely elastic, as a maximum degree of
long-range order has been achieved, and a is equal to zero. Since
polymerization is a continuous process in time (at least in the con-
tinuum description of matter), and there appears to be a direct
inverse relationship between / and a, the expression given by Eq.
(18) appears to be the only reasonable way of relating the mechani-
cal response to the process of phase change.

By combining the expression for the variable order of the rate of
strain given by Eqs. (17) with Eqs. (15) and (16) and inserting the
result into Eq. (14), we obtain the full expression for the stress tensor
component given by

rijðri; tÞ ¼ �pdij þ l0
@vi
@rj

þ @vj
@ri

 !
ðri; tÞ

þ laðri;tÞE1�aðri;tÞ

Cð1� aðri; tÞÞ
ðt
0
ðt � t0Þ�aðri;tÞ @vi

@rj
þ @vj

@ri

 !
ðt0Þ dt0:

(21)

Because we made the assumption of uniaxial flow occurring only along
the x axis, only the component of the divergence of the stress tensor in
the longitudinal direction is relevant to our description of the problem.
This component of divergence is then equal to

@rxx
@x

þ @rxy
@y

¼ � @p
@x

þ l0
@2vx
@x2

þ @2vx
@y2

 !

þ @

@x
!xxðy; tÞ þ @

@y
!xyðy; tÞ: (22)

The latter two terms in Eq. (22) are equal to

@

@x
!xx ¼ laðy;tÞE1�aðy;tÞ

Cð1� aðy; tÞÞ
ðt
0
ðt � t0Þ�aðy;tÞux1ðt0Þ dt0 (23)

and
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@

@y
!xy ¼ laðy;tÞE1�aðy;tÞ

Cð1� aðy; tÞÞ
ðt
0
ðt � t0Þ�aðy;tÞux2ðt0Þ dt0þ

þ
ðt
0

@

@y
laðy;tÞE1�aðy;tÞ

Cð1� aðy; tÞÞ ðt � t0Þ�aðy;tÞ
 !

ux3ðt0Þ dt0

¼ laðy;tÞE1�aðy;tÞ

Cð1� aðy; tÞÞ
ðt
0
ðt � t0Þ�aðy;tÞux2ðt0Þ dt0

 

þ @a
@y

ðy; tÞ
ðt
0
ðt � t0Þ�aðy;tÞ

� log
l

Eðt � t0Þ
� �

þ wð1� aðy; tÞÞ
� �

ux3ðt0Þ dt0
!
;

(24)

where

ux1 ¼ 2
@2vx
@x2

; ux2 ¼
@2vy
@y@x

þ @2vx
@y2

; ux3 ¼
@vx
@y

þ @vy
@x

; (25)

and where w in Eq. (24) denotes the digamma function defined as

wðxÞ :¼ C0ðxÞ
CðxÞ : (26)

The divergence of the stress tensor in the axial/longitudinal direction
given by Eq. (22) is, therefore, equal to

@rxx
@x

þ @rxy
@y

¼ � @p
@x

þ l0
@2vx
@x2

þ @2vx
@y2

 !

þ laðy;tÞE1�aðy;tÞ

Cð1� aðy; tÞÞ
ðt
0
ðt � t0Þ�aðy;tÞuxðy; t0; tÞ dt0;

(27)

where ux denotes the expression

uxðy; t0; tÞ ¼
@2vx
@x2

þ @2vx
@y2

" #
ðt0Þ þ log

l
Eðt � t0Þ
� ��

þwð1� aðy; tÞÞ
�
@a
@y

ðy; tÞ @vx
@y

þ @vy
@x

� �
ðt0Þ: (28)

D. Governing equations

Our analysis of viscoelastic flow undergoing solidification
through polymerization rests on several assumptions. We will assume
that the flow is uniaxial, planar and fully developed, as well as that no
external force fields act upon the fluid and influence its motion. We
can summarize these facts with the following expressions:

vy ¼ 0; vz ¼ 0;
@vx
@x

¼ 0;
@vx
@z

¼ 0; nx ¼ 0: (29)

The conservation of momentum in the axial direction, expressed in
standard Cartesian coordinates is given by the following equation:

q
@vx
@t

þ vx
@vx
@x

þ vy
@vx
@y

� �
¼ @rxx

@x
þ @rxy

@y
þ qnx: (30)

If we, therefore, introduce our assumptions given by Eq. (29), as well
as the expression for the divergence of the stress tensor in the axial
direction, given by Eq. (27), the conservation of momentum equation
in question takes the form

q
@vx
@t

¼ � @p
@x

þ l0
@2vx
@y2

þ laE1�a

Cð1� aÞ
ðt
0
ðt � t0Þ�a @

2vx
@y2

ðt0Þ dt0

þ laE1�a

Cð1� aÞ
ðt
0
ðt � t0Þ�a log

l
Eðt � t0Þ
� �

þ wð1� aÞ
� �

� @a
@y

@vx
@y

ðt0Þ dt0: (31)

At this point, it becomes evident that under the assumptions we made so
far, we can treat the problem presented by the governing equation (31) in
four different circumstances. The first two are in the case of time-
dependent photopolymerization, when we suppose that the order parame-
ter a in the viscoelastic response model is a function of time alone, namely
aðtÞ. Under this condition, we can either neglect the unsteady term
q@vx=@t or account for it, which results in the cases given by equations

l0
@2vx
@y2

þ laðtÞE1�aðtÞ

Cð1� aðtÞÞ
ðt
0
ðt � t0Þ�aðtÞ @2vx

@y2
ðt0Þ dt0 ¼ @p

@x
(32)

and

q
@vx
@t

� l0
@2vx
@y2

� laðtÞE1�aðtÞ

Cð1� aðtÞÞ
ðt
0
ðt � t0Þ�aðtÞ @2vx

@y2
ðt0Þ dt0 ¼ � @p

@x
:

(33)

The latter two are in the case of time- and position-dependent photo-
polymerization, when we treat the order parameter a as a function of
position and time, namely aðy; tÞ. In the case of this condition, we can
also either neglect or account for the unsteady term, and arrive at gov-
erning equations

l0
@2vx
@y2

þ laE1�a

Cð1� aÞ
ðt
0
ðt � t0Þ�a @2vx

@y2
ðt0Þ

"

þ log
l

Eðt � t0Þ
� �

þ wð1� aÞ
� �

@a
@y

@vx
@y

ðt0Þ
#
dt0 ¼ @p

@x
(34)

and

q
@vx
@t

� l0
@2vx
@y2

� laE1�a

Cð1� aÞ
ðt
0
ðt � t0Þ�a @2vx

@y2
ðt0Þ

"

þ log
l

Eðt � t0Þ
� �

þwð1� aÞ
� �

@a
@y

@vx
@y

ðt0Þ
#
dt0 ¼ � @p

@x
: (35)

It is clear that cases given by Eqs. (32) and (34), where the contribution
of the unsteady term is neglected, can be understood as limiting cases
of the more general problems given by Eqs. (33) and (35), obtained if
the inertial forces in the fluid are taken to be negligible.

We shall assume the standard no slip condition at the boundaries
of the domain X, given by

vx y ¼ 6D=2; tð Þ ¼ 0; (36)

and the zero gradient condition on the symmetry axis, given as
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@vx
@y

y ¼ 0; tð Þ ¼ 0; (37)

which requires the solution to be symmetric with respect to the x axis.
We also introduce the initial condition, required for solving Eqs. (33)
and (35), which is given by expression

vxðy; t ¼ 0Þ ¼ vinðyÞ; (38)

where vinðyÞ is a function determining the velocity profile in depen-
dence from the transversal coordinate y at the initial time of t¼ 0.
Since the constitutive law which we use predicts a purely viscous
response at t¼ 0, we shall assume that the initial velocity profile is par-
abolic as it would be in the case of Hagen–Poiseuille flow, and given by
the following equation:

vinðyÞ ¼ V0 1� 4
y2

D2

� �
; (39)

where y 2 ½�D=2;D=2� and V0 is the value of initial velocity at the
centerline.

E. Mathematical description of photopolymerization

The governing equation for a single species polymerization reac-
tion can be very generally expressed as

@/
@t

¼ bð/ðri; tÞ;TÞ; (40)

where / is the extent of polymerization, which represents the fraction
of polymerized material, i.e., / 2 ½0; 1�, where / ¼ 0 corresponds to
unadulterated and / ¼ 1 to fully polymerized material, and b is the
rate of reaction, a function which in general depends on the extent of
polymerization, i.e., the proportion of substance still available for reac-
tion, as well as, e.g., temperature, light radiative flux, drying conditions,
etc. As mentioned previously, we assume the extent of polymerization
/ to be a smoothly varying function in both space and time, i.e., we
utilize a coarse-grained approach. There is a plethora of mathematical
models for reaction rates, such as, e.g., Prout–Tompkins rate equation
b / /ð1� /Þ presented in Ref. 81, or its generalized equivalent b /
/nð1� /Þm given by Ref. 82, which accounts for autocatalytic effects
occurring during the reaction and can be quite generally applied when
dealing with problems involving chain reactions, polymerization reac-
tions, polymer cross-linking, etc. For the purposes of work presented
in this paper, we shall consider a model of photopolymerization kinet-
ics similar to that used by Warren et al.,29 who in their treatise consid-
ered a coarse-grained approach. They assumed the extent of
photopolymerization to be dependent on the spatial variable along the
direction of irradiation, which in our case is orthogonal to the direction
of flow and denoted by y, and time t. The spatial dependence is a con-
sequence of optical attenuation in the medium, as the reaction rate at
some distance y depends on the intensity of light irradiation at that
position, which is directly linked to optical transmittance. This prop-
erty represents the ratio of radiative flux in the material at some dis-
tance from the incident surface to the reference intensity at said
surface, and depends on the length of the optical path and the optical
attenuation coefficient. The latter quantity is a function of the extent of
polymerization, which can be explained by the fact that photons of
light interact differently with either monomers units and polymers

chains. Depending on the material in question, optical transmittance
either increases or decreases with the extent of polymerized material.
According to their work photopolymerization, kinetics are determined
by the governing equation

@/
@t

¼ KRðy; tÞð1� /ðy; tÞÞ; (41)

where K is the reaction conversion rate, R is the optical transmittance
of material, and 1� / represents the amount of material available for
conversion. Transmittance obeys the Beer–Lambert relation

@R
@y

¼ ��gðy; tÞRðy; tÞ; (42)

where �g represents the effective optical attenuation coefficient. We can
express it as a weighted average of the optical attenuation coefficients
of the material when it is either fully liquid or fully solid as

�g ¼ g0ð1� /ðy; tÞÞ þ g1/ðy; tÞ; (43)

where g0 and g1 are the attenuation coefficients of fully liquid and
solid phases, respectively.

We shall first treat the problem of photopolymerization as a
time- and position-dependent problem, and that from the resulting
solution also obtain a solution to the time-only dependent variant of
the problem. In conjunction with this we shall assume photopolymeri-
zation to be photoinvariant, which means that the optical attenuation
coefficients of the unadulterated liquid and fully polymerized solid are
equal, i.e., l0 ¼ l1 ¼ �l. In the case of photopolymerization due to
bilateral light irradation, we express optical transmittance in accor-
dance with Eq. (42) separately for the radiation emitted from either
side of the channel as

@Rþ
@y

¼ ��gðy; tÞRþðy; tÞ (44)

and

@R�
@y

¼ �gðy; tÞR�ðy; tÞ; (45)

where Rþ represents the contribution to the total transmittance per-
taining to the side located at y ¼ D=2, while R� represents its counter-
part on the side located at y ¼ �D=2. Integrating both of the
expressions above while accounting for the assumption of photoinvar-
iant photopolymerization (�g is a constant) gives us the expected
Beer–Lambert laws for both contributions to irradiation

Rþðy; tÞ ¼ C1e
��gy (46)

and

R�ðy; tÞ ¼ C2e
�gy; (47)

where C1 and C2 are the integration constants to be determined. We
obtain the overall transmittance by summing up the two contributions
given by Eqs. (46) and (47), which results in

Rðy; tÞ ¼ C1e
��gy þ C2e

�gy: (48)

The boundary conditions relevant in this case state that transmittances
at the boundaries of the domain X should be equal to one, since light
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intensity in those locations equals some reference light intensity.
Therefore,

R y ¼ �D
2

� �
¼ R y ¼ D

2

� �
¼ 1: (49)

By accounting for the boundary condition as well as the photoinvar-
iant approximation, according to which �g ¼ g0, we can rewrite (48) as

RðyÞ ¼ coshðg0yÞ
cosh Dg0=2ð Þ ¼

coshðc0ŷÞ
cosh c0=2ð Þ ; (50)

where ŷ ¼ y=D and c0 ¼ Dg0. Here, we defined c0 to be the dimen-
sionless attenuation coefficient. The governing equation of chemical
kinetics, therefore, becomes

@/
@t

¼ K
coshðc0ŷÞ
cosh c0=2ð Þ ð1� /ðy; tÞÞ; (51)

with the relevant initial condition

/ðy; t ¼ 0Þ ¼ 0; (52)

which states that at the very beginning of the process of photopolyme-
rization, no phase change has yet occurred and that all of the material
is still entirely in its liquid state. The extent of polymerization in the
case of time- and position-dependent photopolymerization is, there-
fore, determined by the solution of Eq. (51) and is equal to

/ðy; tÞ ¼ 1� exp ð�KRðyÞtÞ

¼ 1� exp �K
coshðg0yÞ
cosh c0=2ð Þ t

� �

¼ 1� exp �K0
coshðc0ŷÞ
cosh c0=2ð Þ t̂

� �
; (53)

where t̂ ¼ t=t0 and K0¼Kt0. Here, we introduced the dimensionless
reaction conversion rate K0. Consequently, when Eq. (53) determines
the extent of polymerization, the order of differentiation, i.e., the order
parameter a which appears in the constitutive law and is related to /
via Eq. (18) is given by

aðy; tÞ ¼ exp ð�KRðyÞtÞ

¼ exp �K
coshðg0yÞ
cosh c0=2ð Þ t

� �

¼ exp �K0
coshðc0ŷÞ
cosh c0=2ð Þ t̂

� �
: (54)

In the case of solely time-dependent photopolymerization, optical
transmittance is assumed to be independent of the position coordinate
y, with the term coshðc0ŷÞ=coshðc0=2Þ being equal to 1. This assump-
tion corresponds to, e.g., cases in which the channel width D is suffi-
ciently small for the radiation flux and transmittance to not vary
considerably across the domain, and may therefore assumed to be con-
stant throughout the domain X in some moment in time.
Transmittance over the entire domain is then equal to the reference
transmittance at the domain boundaries, i.e., R¼ 1, and the extent of
polymerization is therefore given by

/ðtÞ ¼ 1� exp ð�KtÞ ¼ 1� exp �K0 t̂ð Þ; (55)

and the order of differentiation is determined by

aðtÞ ¼ exp ð�KtÞ ¼ exp �K0 t̂ð Þ: (56)

Figure 2(a) displays the order parameter a in the case when it is a func-
tion of time alone as determined by Eq. (56), which it does for pre-
sumed values of the dimensionless reaction conversion rate
K0 2 f0:2; 1; 2; 5g. It is clear that a larger value of K0 corresponds to
the polymerization reaction happening at a greater rate. Figure 2(b)
displays the spatial dependence of a when it is a function of both posi-
tion and time as predicted by Eq. (54), where we presumed the dimen-
sionless attenuation coefficient to equal c0 ¼ 3 and the dimensionless
reaction rate to equal K0 ¼ 5. We display the values of a for times
t̂ 2 f0:25; 5; 0:75; 1g. We may discern from this image that the spatial
dependence is very nonlinear, roughly resembling a cosh function for
small values of t̂ and a bell curve for larger. Figure 3(a) meanwhile dis-
plays the temporal evolution of a as predicted by Eq. (54) at the dis-
tance ŷ ¼ 0:25 from the centerline for values of the dimensionless
reaction rate K0 ¼ 5 and dimensionless attenuation coefficients
c0 2 f1; 5; 10; 20g. Evidently, for some constant value of K0 and some
position ŷ a larger dimensionless attenuation coefficient c0 results in
greater attenuation of light and causes the polymerization at that posi-
tion to occur at a slower rate and the material to behave more fluid-
like for a longer period of time, hence a decreasing more slowly in

FIG. 2. (a) Order parameter a in the case of (a) time-dependent photopolymeriza-
tion as a function of dimensionless time t̂ and dimensionless reaction conversion
rate K0; and (b) position- and time-dependent photopolymerization as a function of
dimensionless position ŷ and dimensionless time t̂ .
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time. Figure 3(b) indicates how the value of c0 influences the spatial
variation of the order parameter a, as determined by Eq. (54), at some
fixed time. In this case, we set t̂ ¼ 0:4; K0 ¼ 5, and c0 to the previ-
ously mentioned values. The fact that a larger c0 leads to a slower
progression of photopolymerization near the centerline and more fluid-
like behavior in the surrounding area is made evident by this figure.

III. MODEL SOLUTION
A. Dimensionless variables

In order to be able to solve governing equations effectively, we
introduce dimensionless variables, given by the expression below:

ŷ ¼ y
L0

; t̂ ¼ t
t0
; v̂x ¼ vx

v0
; (57)

where L0, t0, and v0 are the characteristic length, time and velocity,
respectively. We set the characteristic length to be equal to the channel
width, therefore L0 ¼ D, while the characteristic time is equal to the
time over which the photopolymerization reaction occurs in its
entirety. Characteristic velocity is, therefore, the ratio of the two afore-
mentioned constants and given by

v0 ¼ L0
t0

¼ D
t0
: (58)

Partial derivatives involved in the governing equations, presented in
Sec. IID can be represented in terms of dimensionless variables in the
fashion presented below:

@vx
@t

¼ v0
t0

@v̂x
@ t̂

;
@vx
@y

¼ v0
L0

@v̂x
@ŷ

;
@2vx
@y2

¼ v0
L20

@2v̂x
@ŷ2

: (59)

The pressure gradient involved in the governing equations can be
expressed as the ratio

@p
@x

¼ Dp
L

; (60)

where L is the channel length and Dp is the pressure drop. We intro-
duce the concept of the Deborah number, which represents the ratio of
the relaxation time tR and time of observation t0, and is a quantitative
measure of material fluidity, as given by

De ¼ tR
t0
: (61)

Relaxation time tR represents the time required for the internal stresses
to equilibrate with external stimuli, while the observation time t0 repre-
sents the timescale of the process, i.e., the time of phase change dura-
tion in the case of polymerization. In the case of the, e.g., Maxwell
model of viscoelastic response, the relaxation time is equal to the ratio
of dynamic viscosity and elasticity,

tR ¼ l
E

(62)

with l and E representing the viscous and elastic constants. In the
alternative case of a Kelvin–Voight model, the relevant timescale is the
retardation time, which is algebraically identical to Eq. (62). In the
problem which we consider, it will be possible to introduce Deborah
numbers associated with the viscosity and elasticity coefficients which
are present in the second and third terms in Eq. (21). We denote them
as

DeA ¼ l0
Et0

(63)

and

DeB ¼ l
Et0

: (64)

The first Deborah number DeA may be interpreted as related to the
retardation time associated with the pre-phase change coefficient of
viscosity l0 and the long-time limit elastic modulus E, while the second
Deborah number DeB may likewise be interpreted as related to the
effective coefficient of viscosity l and the previously mentioned modu-
lus of elasticity. DeA, therefore, quantifies fluidity on the timescale t0
associated with the interplay between viscous forces as t¼ 0 and elastic
forces in the limit t ! 1, while DeB quantifies fluidity associated with
this interplay involving viscous forces at specific moments in time dur-
ing the phase change process.

We also employ the Reynolds number Re, which represents the
ratio of inertial and viscous forces. In our case, the viscous forces rele-
vant to the Reynolds number originate from the second term in the
constitutive law given by Eq. (14), which characterizes purely viscous
response before the onset of phase change. Therefore, the Reynolds
number is defined as

FIG. 3. Order parameter a in the case of position- and time-dependent photopoly-
merization as a function of dimensionless attenuation coefficient c0 and (a) dimen-
sionless time t̂ and (b) dimensionless position ŷ .
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Re ¼ qv0L0
l0

¼ qv0D
l0

: (65)

B. Laplace transform of the variable-order operator

Governing Eqs. (32)–(35) all contain an integral term, which is
a consequence of the presence of the variable-order Caputo-type
operator in the constitutive law given by Eq. (21). This term is in its
essence a convolution operator acting on some function f(t), and we
can note that it is in fact equivalent to the Riemann–Liouville-type
integral of f of order 1� a, i.e., RL0 I 1�a

t , where a is in general a func-
tion of some set of parameters. This fact can be confirmed by exam-
ining its definition given by Eq. (3). Here, we briefly present the
procedure with which we obtain the Laplace transform of this inte-
gral term, which we base on the work by Lorenzo and Hartley.51 In
order to manage this step, we introduce the concept of two distinct
temporal variables, one pertaining to the mechanical response and
which shall be denoted as t, and one which converts the chemical
kinetics of the phase change process and shall be denoted as t�. The
former variable, therefore, governs velocity, while the latter governs
the temporal dependence of the order of derivative a, whose relation
to the extent of polymerization / is given by Eq. (18). On the basis
of the aforementioned distinction between the two temporal varia-
bles one can argue that the order of the derivative operator is con-
stant with respect to the variable t0, the reflected and shifted variable
t. First, changing the variable representing the argument of the order
function aðtÞ ! aðt�Þ, the Laplace transform of the variable-order
integral can be written as

1
Cð1� aðtÞÞL

ðt
0
ðt � t0Þ�aðtÞf ðt0Þ dt0

( )
ðsÞ

¼ 1
Cð1� aðt�ÞÞL

ðt
0
ðt � t0Þ�aðt�Þf ðt0Þ dt0

( )
ðsÞ: (66)

Laplace transforms of convolution and power functions are given by
identities below:

L

ðt
0
f ðt � t0Þgðt0Þ dt0

( )
ðsÞ

¼ L f ðtÞ� �ðsÞL gðtÞ� �ðsÞ ¼ fðsÞgðsÞ; (67)

L tkf gðsÞ ¼ Cðkþ 1Þs�ðkþ1Þ; (68)

where s is the Laplace space variable, while f and g denote the trans-
formed functions f and g. Second, making use of identities (67) and
(68), we can solve the expression for the Laplace transform of the inte-
gral term, given by Eq. (67), as shown below:

1
Cð1� aðt�ÞÞL

ðt
0
ðt � t0Þ�aðt�Þf ðt0Þ dt0

( )
ðsÞ

¼ 1
Cð1� aðt�ÞÞL t�aðt�Þf gðsÞL f ðtÞ� �ðsÞ ¼ saðt

�Þ�1 fðsÞ: (69)

Now, we can change back the variable appearing in the argument of
the order function aðt�Þ ! aðtÞ and obtain

1
Cð1� aðtÞÞL

ðt
0
ðt � t0Þ�aðtÞf ðt0Þ dt0

( )
ðsÞ ¼ saðtÞ�1 fðsÞ: (70)

According to this procedure, as we can see, the Laplace transform of
the variable-order Riemann–Liouville-type integral, i.e., the integral
term in (21) is identical to the result we would have obtained had we
inserted a time-dependent order function into the expression for the
Laplace transform of a constant fractional-order Riemann–Liouville
integral, as presented, e.g., by Podlubny.48

C. Solution in the case of time-dependent
photopolymerization

Here, we shall first solve the problem of viscoelastic flow during
time-dependent photopolymerization when the order of differentiation
a in the constitutive law is a function of time alone, i.e., a ¼ aðtÞ.
Within the scope of this problem we shall first treat the unsteady term
as non-negligible, and then derive the solution in the limiting case of
negligible fluid density, when the unsteady term can be neglected.

The first of the aforementioned problems is given by the govern-
ing Eq. (33), which can in terms of dimensionless variables given by
Eq. (57) be expressed as

@v̂x
@ t̂

¼ 1
Re

@2v̂x
@ŷ2

� K1 þ 1
Re

Deað̂t ÞB

DeA

1

Cð1� að̂tÞÞ

�
ð t̂
0
ð̂t � t̂

0Þ�að̂t Þ @2v̂x
@ŷ2

ð̂t 0Þ dt̂ 0: (71)

Here, DeA and DeB denote the effective Deborah numbers pertaining
to both contributions of shear stresses in the stress tensor as given Eqs.
(63) and (64), while K1 denotes the constant given below:

K1 ¼ Dp
L

t0
qv0

: (72)

We then apply the Laplace transform to Eq. (71) in accordance with
the identities below:

L fK1gðsÞ ¼ K1

s
; L

@2v̂x
@ŷ2

ðtÞ
( )

ðsÞ ¼ @2v̂x
@ŷ2

;

L

ð t̂
0
ð̂t � t̂

0Þ�að̂t Þ @2v̂x
@ŷ2

ð̂t 0Þ dt̂
( )

ðsÞ

¼ L t̂
�aðt�Þ� �

ðsÞL @2v̂x
@ŷ2

( )
ðsÞ ¼ Cð1� að̂tÞÞ

s1�að̂tÞ
@2v̂x
@ŷ2

;

L
@v̂x
@ t̂

� 	
ðsÞ ¼ sv̂x � v̂xðŷ; t̂ ¼ 0Þ ¼ sv̂x � v̂ inðŷÞ;

(73)

where v̂x is the Laplace transform of v̂x and

v̂ inðŷÞ ¼ V0

v0
ð1� 4ŷ2Þ (74)

represents the dimensionless initial velocity profile derived from Eq.
(39). In this step, we accounted for the way we can perform the
Laplace transform of the convolution operator presented by Eq. (70).
We can now transform Eq. (71) into an ordinary differential equation
as given by
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d2v̂x
dŷ2

¼ aðs; t̂Þv̂xðŷÞ þ bðs; t̂ÞðcðsÞ � v̂ inðŷÞÞ; (75)

where the coefficients a, b, and c are equal to

aðs; t̂Þ ¼ DeARe s2

DeAsþ ðDeBsÞað̂t Þ
; (76)

bðs; t̂Þ ¼ DeARe s

DeAsþ ðDeBsÞað̂t Þ
; (77)

and

cðsÞ ¼ K1

s
: (78)

It is evident from Eq. (75) that it can be solved by applying the
approach of the variation of parameters, resulting in the general
solution

v̂xðŷ; s; t̂Þ ¼ C1ðs; t̂Þe
ffiffiffiffiffiffiffiffi
aðs;̂t Þ

p
ŷ þ C2ðs; t̂Þe�

ffiffiffiffiffiffiffiffi
aðs;̂t Þ

p
ŷ

þ fþðŷ; s; t̂Þ
ð ŷ
0
e�

ffiffiffiffiffiffiffiffi
aðs;̂t Þ

p
ŷ 0 ðcðs; t̂Þ � v̂ inðŷ 0ÞÞ dŷ 0

� f�ðŷ; s; t̂Þ
ð ŷ
0
e
ffiffiffiffiffiffiffiffi
aðs;̂t Þ

p
ŷ 0 ðcðs; t̂Þ � v̂ inðŷ 0ÞÞ dŷ 0; (79)

where the auxiliary functions fþ and f� are

fþðŷ ; s; t̂Þ ¼ bðs; t̂Þ
2
ffiffiffiffiffiffiffiffiffiffiffiffi
aðs; t̂Þ

p e
ffiffiffiffiffiffiffiffi
aðs;̂t Þ

p
ŷ (80)

and

f�ðŷ ; s; t̂Þ ¼ bðs; t̂Þ
2
ffiffiffiffiffiffiffiffiffiffiffiffi
aðs; t̂Þ

p e�
ffiffiffiffiffiffiffiffi
aðs;̂tÞ

p
ŷ ; (81)

while C1 and C2 are unknown constants with respect to y. By inserting
the expression for v̂ in given by Eq. (74) into Eq. (79) and integrating,
we obtain the general solution

v̂xðŷ; s; t̂Þ ¼ C1ðs; t̂Þe
ffiffiffiffiffiffiffiffi
aðs;̂t Þ

p
ŷ þ C2ðs; t̂Þe�

ffiffiffiffiffiffiffiffi
aðs;̂t Þ

p
ŷ

� bðs; t̂Þ
aðs; t̂Þ cðsÞ þ V0

8

aðs; t̂Þ � 1� 4ŷ2
� �� �� �

: (82)

We determine C1 and C2 by applying the boundary conditions (36)
and (37), which allows us to rewrite Eq. (82) as

v̂xðŷ; s; t̂Þ ¼ bðs; t̂Þ
aðs; t̂Þ cðsÞ þ 8V̂ 0

aðs; t̂Þ

 !
cosh

ffiffiffiffiffiffiffiffiffiffiffiffi
aðs; t̂Þ

p
ŷ


 �
cosh

1
2

ffiffiffiffiffiffiffiffiffiffiffiffi
aðs; t̂Þ

q� �

� bðs; t̂Þ
aðs; t̂Þ cðsÞ þ V̂ 0

8

aðs; t̂Þ � ð1� 4ŷ2Þ
� �� �

: (83)

The sought after solution is obtained after applying the inverse Laplace
transform to Eq. (83), and is equal to

vxðy; tÞ ¼ L �1 1
s2

Dpt0
qL

þ 8V0

Re
1þ ðDeBsÞaðtÞ

DeAs

 ! !8>><
>>:

�
cosh

ffiffiffiffiffiffiffiffiffiffiffiffi
aðs; tÞp y

D

� �

cosh
1
2

ffiffiffiffiffiffiffiffiffiffiffiffi
aðs; tÞ

p� � � 1

0
BBB@

1
CCCA
9>>>=
>>>;
ðy; tÞ þ V0 1� 4

y2

D2

� �
:

(84)

We perform the inverse Laplace transform in Eq. (84) in Matlab
R2021a.

The limit case when the unsteady term may be neglected is of
interest to us, as it can be treated analytically and expressed in closed
form. We shall first consider Eq. (32), which can be written in dimen-
sionless form as

@2v̂x
@ŷ2

þ Deað̂t ÞB

DeA

1

Cð1 � að̂tÞÞ
ð t̂
0
ð̂t � t̂

0Þ�að̂tÞ @2v̂x
@ŷ2

ð̂t 0Þ dt̂ 0 ¼ K2;

(85)

where K2 denotes

K2 ¼ Dp
L

D2

v0l0
: (86)

By applying the Laplace in accordance with the identities given by Eq.
(73), we transform Eq. (85) into an ordinary differential equation as
given by

d2v̂x
dŷ2

¼ DeAK2

DeAsþ ðDeBsÞaðtÞ
: (87)

Differential Eq. (87) is trivial to solve with double integration over ŷ ,
and by accounting for the boundary conditions given by Eqs. (36) and
(37), we obtain the partial solution

v̂xðŷ; s; t̂Þ ¼ 1
2

ŷ2 � 1
4

� �
DeAK2

DeAsþ ðDeBsÞaðtÞ
(88)

expressed in terms of dimensionless variables in the Laplace space. We
obtain the solution we seek by applying the inverse Laplace transform
to Eq. (88), which results in

vxðy; tÞ ¼ DpD2

2Ll0

y2

D2
� 1
4

� �
L �1 DeA

DeAsþ ðDeBsÞaðtÞ
( )

ðtÞ: (89)

We then evaluate the inverse Laplace transform of expression
DeA=ðDeAsþ ðDeBsÞaðtÞÞ by expressing it in terms of a power series
expansion as shown below:
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DeA
DeAsþ ðDeBsÞa ¼

1
s

1

1þ DeaB
DeA

sa�1
¼
X1
n¼0

ð�1Þn DeaðtÞB

DeA

 !n

snða�1Þ�1;
DeaðtÞB

DeA
< js1�aj;

DeA
DeaB

s
DeA
DeaB

þ sa�1
� � ¼

X1
n¼0

ð�1Þn DeA

DeaðtÞB

 !nþ1

snð1�aÞ�a;
DeaðtÞB

DeA
> js1�aj;

8>>>>>>>>>>><
>>>>>>>>>>>:

(90)

which can be performed in two ways depending on the value of the ratio Deað̂tÞB =DeA (considering that the Laplace variable s is a complex number,
this means that there are two possible series expansion for complementing regions of the complex plane). This results in two possible series expan-
sion as shown here,

L �1 DeA

DeAsþ ðDeBsÞaðtÞ
( )

ð̂tÞ ¼

X1
n¼0

ð�1Þn DeaðtÞB

DeA

 !n

t̂
�nða�1Þ

Cð1� nða� 1ÞÞ ;
DeB
DeA

< 1;

X1
n¼0

�1ð Þn DeA

DeaðtÞB

 !nþ1
t̂
�nð1�aÞþa�1

Cða� nð1� aÞÞ ;
DeB
DeA

> 1:

8>>>>>><
>>>>>>:

(91)

The series representing the first branch of the solution in the expres-
sion above converges for all values of the ratio DeaB=DeA if the order
parameter is strictly a < 1, while in the case of a¼ 1, it converges as
long as DeA > DeB. Likewise, the series in the second branch con-
verges for all values of DeA=DeaB if a < 1, while in the case of a¼ 1, it
converges when DeB > DeA. The solution to Eq. (32), given by Eq.
(89), can therefore be expressed as

vxðy; tÞ ¼ DpD2

2Ll0

y2

D2
� 1
4

� �
TðtÞ; (92)

where the auxiliary function T is given by

TðtÞ ¼

X1
n¼0

ð�1Þn DeaðtÞB

DeA

 !n t
t0

� ��nða�1Þ

Cð1� nða� 1ÞÞ ;
DeB
DeA

< 1;

X1
n¼0

�1ð Þn DeA

DeaðtÞB

 !nþ1
t
t0

� ��nð1�aÞþa�1

Cða� nð1� aÞÞ ;
DeB
DeA

> 1:

8>>>>>>>>>><
>>>>>>>>>>:

(93)

D. Solution in the case of position- and
time-dependent photopolymerization

Here, we shall now solve the problem of both position- and time-
dependent photopolymerization when the order of differentiation a is
a function of both the lateral spatial coordinate and time, i.e.,
a ¼ aðy; tÞ. In the scope of this problem we shall treat the unsteady
term as non-negligible, and obtain a solution which is also valid when
this term can be neglected.

The problem under consideration is given by the governing Eq.
(35), which can in terms of dimensionless variables given by (57) be
expressed as

@v̂x
@ t̂

� 1
Re

 
@2v̂x
@ŷ2

þ Deaðŷ ;̂t ÞB

DeA

1
Cð1� aÞ

ð t̂
0
ð̂t � t̂

0Þ�a

� @2v̂x
@ŷ2

ðt0Þ þ log
DeB
t̂ � t̂

0

� �
þ wð1� aÞ

� � 

� @a
@ŷ

@v̂x
@ŷ

ð̂t 0Þ
�
dt̂

0
!

¼ �K1: (94)

By applying the Laplace transform to Eq. (94) and making use of the
identities given by (73) and the identity

L

ð t̂
0
ð̂t � t̂

0Þ�a log
DeB
t̂ � t̂

0

� �
f ð̂t 0Þ dt̂ 0

( )
ðsÞ

¼ log ðDeBÞL
ð t̂
0
ð̂t � t̂

0Þ�af ð̂t 0Þ dt̂ 0
( )

ðsÞ

�L

ð t̂
0
ð̂t � t̂

0Þ�a log ð̂t � t̂
0Þf ð̂t 0Þ dt̂ 0

( )
ðsÞ

¼ sa�1 log ðDeBsÞCð1� aÞ � C0ð1� aÞ� �
fðsÞ; (95)

we arrive at the ordinary differential equation

d2v̂x
dŷ2

¼ �ðDeBsÞaðŷ ;̂t Þ log ðDeBsÞ
DeAsþ ðDeBsÞaðŷ ;̂t Þ

@a
@ŷ

dv̂x
dŷ

þ DeARe s2

DeAsþ ðDeBsÞaðŷ ;̂t Þ
v̂x

þ DeARe s2

DeAsþ ðDeBsÞaðŷ ;̂t Þ
K1

s2
� v̂ inðŷÞ

s

� �
; (96)

where v̂ in is given by Eq. (74). In order to be able solve the equation
above, have to introduce the following model function:
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v̂xðŷ; s; t̂Þ ¼ DeA

DeAsþ ðDeBsÞaðŷ ;̂tÞ
f ðŷ; t̂Þ: (97)

We take inspiration for this step from the partial solution to the first
problem given by Eq. (88), where one can see that the partial solu-
tion may be composed as a product of two other functions, one of
which is independent of the Laplace variable s. In the same vein, in
Eq. (97) f represents a function of solely ŷ and t̂ , which is why it will
subsequently not be affected by the inverse Laplace transform.
Introducing the model function into Eq. (96) results in the follow-
ing expression:

1

DeAsþ ðDeBsÞaðŷ ;̂t Þ
f 00ðŷÞ

�
ðDeBsÞaðŷ ;̂t Þ log ðDeBsÞ @a

@ŷ

ðDeAsþ ðDeBsÞaðŷ ;̂t ÞÞ2
f 0ðŷÞ

þ
ðDeBsÞaðŷ ;̂t Þðlog ðDeBsÞ @a

@ŷ
Þ2

ðDeAsþ ðDeBsÞaðŷ ;̂tÞÞ2
ðDeBsÞaðŷ ;̂tÞ

DeAsþ ðDeBsÞaðŷ ;̂t Þ
� 1

 !0
B@

�
ðDeBsÞaðŷ ;̂t Þ log ðDeBsÞ @

2a

@ŷ2

ðDeAsþ ðDeBsÞaðŷ ;̂t ÞÞ2
� DeA Res2

ðDeAsþ ðDeBsÞaðŷ ;̂t ÞÞ2

1
CCAf ðŷÞ

¼ Re s2

DeAsþ ðDeBsÞaðŷ ;̂tÞ
K1

s2
� v̂ inðŷÞ

s

� �
; (98)

which is an ordinary differential equation for the function f. By multi-
plying it with ðDeAsþ ðDeBsÞaðŷ ;̂t ÞÞ=s2, the expression above becomes

1
s2
f 00ðŷÞ � ðDeBsÞaðŷ ;̂tÞ log ðDeBsÞ

s2ðDeAsþ ðDeBsÞaðŷ ;̂tÞÞ
@a
@ŷ

f 0ðŷÞ

þ ðDeBsÞaðŷ ;̂t Þ log ðDeBsÞ
s2ðDeAsþ ðDeBsÞaðŷ ;̂t ÞÞ

 

� log ðDeBsÞ ðDeBsÞaðŷ ;̂t Þ
DeAsþ ðDeBsÞaðŷ ;̂tÞ

� 1

 !
@a
@ŷ

� �2

� @2a

@ŷ2

 !

� DeA Re

DeAsþ ðDeBsÞaðŷ ;̂tÞ

!
f ðŷÞ ¼ Re

K1

s2
� v̂ inðŷÞ

s

� �
; (99)

upon which we can act with the inverse Laplace transform to obtain
the ordinary differential equation

að̂tÞf 00ðŷÞ þ bðŷ; t̂Þf 0ðŷÞ þ cðŷ; t̂Þf ðŷÞ ¼ dðŷ; t̂Þ: (100)

The coefficients a, b, c, and d in Eq. (100) are given in terms of inverse
Laplace transforms as the following expressions:

að̂tÞ ¼ L �1 1
s2

� 	
ð̂tÞ ¼ t̂ ; (101)

bðŷ ; t̂Þ ¼ L �1 � ðDeBsÞaðŷ ;̂t Þ log ðDeBsÞ
s2ðDeAsþ ðDeBsÞaðŷ ;̂tÞÞ

@a
@ŷ

( )
ðŷ; t̂Þ; (102)

cðŷ ; t̂Þ ¼ L �1 ðDeBsÞaðŷ ;̂tÞ log ðDeBsÞ
s2ðDeAsþ ðDeBsÞaðŷ ;̂t ÞÞ

(

� log ðDeBsÞ ðDeBsÞaðŷ ;̂t Þ
DeAsþ ðDeBsÞaðŷ ;̂tÞ

� 1

 !
@a
@ŷ

� �2

� @2a

@ŷ2

 !

� DeA Re

DeAsþ ðDeBsÞaðŷ ;̂tÞ

)
ðŷ; t̂Þ; (103)

and

dðŷ; t̂Þ ¼ L �1 Re
K1

s2
� v̂ inðŷÞ

s

� �� 	
ðŷ; t̂Þ ¼ Re K1 t̂ � v̂ inðŷÞ

� �
:

(104)

Due to the form of the model function given by Eq. (97), it is also clear
that the relevant boundary conditions regarding f are

@f
@ŷ

ðŷ ¼ 0; t̂Þ ¼ 0; f ŷ ¼ 6
1
2
; t̂

� �
¼ 0: (105)

The sought after solution of the problem given by Eq. (35) is finally
determined by solving the differential equation represented by Eq.
(100) and performing the inverse Laplace transform over the product
given by Eq. (97), which allows us to express vx as

vxðy; tÞ ¼ v0 L
�1 DeA

DeAsþ ðDeBsÞaðŷ ;̂t Þ
( )

ðy; tÞf ðy; tÞ: (106)

The steps of determining the coefficients in Eq. (100) via the inverse
Laplace transform, solving the aforementioned ordinary differential
equation and computing the inverse Laplace transform in the expres-
sion for the problem solution given by Eq. (106) are performed numer-
ically in WolframMathematica 12.2.

IV. RESULTS AND DISCUSSION
A. Time-dependent a

We determine the velocity component vx in the case when the
extent of polymerization / and order parameter a depend on time
alone for a set of parameters and material constants whose value we
assume on the basis of experience. We take the modulus of elasticity at
the end of phase change to be E ¼ 1:5� 106 Pa, the initial coefficient
of dynamic viscosity to be l0 ¼ 4:5� 10�2 Pa s and the intermediate
coefficient of dynamic viscosity to be l ¼ 4:5� 10�1 Pa s. We also
presume the density to be equal to q¼ 1300 kg/m3, the characteristic
time of phase change to be equal to t0 ¼ 300 s, channel width to be
D¼ 0.1 m, channel length to be L¼ 1 m and the pressure drop to be
Dp ¼ �1000 Pa; the latter two pieces of information imply the pres-
sure gradient to be @p=@x ¼ �1000 Pa/m. We furthermore assume
the value of initial velocity at the centerline to be equal to V0 ¼ 0:1
m/s and the dimensionless reaction conversion rate to be K0 ¼ 0:2.

Figures 4 and 5 display the axial velocity vx component as func-
tions of position and time for the case of time-dependent photopoly-
merization; therefore, in the case when the relation aðtÞ holds is valid,
and the extent of polymerization / and order parameter a are given by
Eqs. (55) and (56). Velocity component vx is determined in accordance
with Eq. (84) which represents the solution to Eq. (33). In Fig. 4, we
display the dependence on the spatial coordinate ŷ for several

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 35, 123103 (2023); doi: 10.1063/5.0177121 35, 123103-13

VC Author(s) 2023

 05 D
ecem

ber 2023 10:23:03

pubs.aip.org/aip/phf


moments in time t̂ 2 f0; 0:2; 0:4; 0:6; 0:8; 1g and, in Fig. 5, we display
the dependence on time t̂ for values of the position coordinate
ŷ 2 f0; 0:25; 0:4g. It is evident from Eq. (84) that the functional rela-
tionship between vx and the spatial coordinate ŷ is given by the func-
tion coshðaŷÞ [coshðaŷÞ=coshða=2Þ � 1], where a is given by Eq. (76)
which is evident from Fig. 4. It is also evident from the same figure
that the velocity profile resembles a parabola, i.e., it can be approxi-
mated by the function 1� 4ŷ2, for small values of the Reynolds
number.

The functional relationship between vx and the temporal coordi-
nate t̂ cannot be determined by simply observing Eq. (84) due to the
step of applying the inverse Laplace transform. From Fig. 4, we may
clearly discern that the velocity profile with respect to ŷ is simply
scaled according to some law during the temporal evolution, and that
otherwise the velocity profile roughly maintains its shape. It is evident
from Fig. 5 that in the first, the axial velocity component increases
from its initial to maximum value, with the temporal dependence in
this phase apparently proportional to the function 1� exp ð�t̂Þ,
which is characteristic of problems involving the startup of viscous
flow without phase change. It should be noted that during this phase,
photopolymerization is already occurring, and once the order

parameter a reaches some critical value acr, velocity component vx
reaches its peak, signifying the onset of the decay of velocity compo-
nent vx as a direct consequence of the increasing extent of polymeriza-
tion and dominance of elastic stresses over viscous. Moreover, fluid
velocity reaches its maximum value at the exact same moment in time
over the entire domain ŷ 2 ½�1=2; 1=2�, i.e., time-dependent parts of
the solution are identical for each point of the domain, since polymeri-
zation occurs everywhere at the same rate. In the second phase,
velocity component vx decreases according to what is effectively a
variable-power law. At small values of t̂ , the value of vx diminishes
proportionally to some power law t̂

�q
, where q< 1, while at large val-

ues it diminishes in proportion to exponential decay law exp ð�t̂Þ.
The variability of the order of the decay law is a direct consequence of
phase change process, due to which elastic stresses begin to dominate
over their viscous counterparts as previously mentioned. The fact that
in the limit of t̂ ! 1 the flow stops entirely is a consequence of the
total dominance of elastic stresses in a fully polymerized fluid, as an
elastic material, i.e., long polymer chains, cannot undergo deformation
ad infinitum.

We may also examine the spatial and temporal dependence of vx
in the case when we may neglect the unsteady term, and an analytical
solution can be obtained as given by Eqs. (92) and (93). Equation (92)
makes it evident that the velocity profile along the y resembles a parab-
ola, with the functional dependence between vx and ŷ given by 1� ŷ2.
It is also evident that in the case of the neglected unsteady term, tem-
poral evolution conforms to a variable-order decay law throughout the
interval of values of t̂ , with the initial value of velocity being deter-
mined by the presumed parameters. Figure 6(a) displays the axial
velocity component as determined by Eqs. (92) and (93), which form
the solution to the problem where the unsteady term is neglected as
given by Eqs. (32) and (84), which represents the solution of the prob-
lem when the unsteady term is accounted for as given by Eq. (33). This
comparison makes apparent the fact that in both cases responses in
dependence from time become identical after a certain period of time
passes. It is also clear that in either case, elastic stresses tend to domi-
nate over viscous as photopolymerization progresses, and cause the
fluid motion to come to a standstill.

Figures 6(b)–8 display how the velocity component vx as deter-
mined by Eq. (84) depends on the values of material constants K, l0,
l, E, and q, respectively. We display these relationships for points in
the channel lying on the axis of symmetry y¼ 0 for values of t̂ 2 ½0; 1�,
as the velocity profiles along the y axis retain their overall shape during
the variation [while the coefficient aðs; t̂Þ influencing the dependence
on ŷ in Eq. (84) is in fact a function of the previously mentioned mate-
rial constants, the overall dependence is weak enough that we do not
need to consider it for values of material parameters which correspond
to real-world data]. Figure 6(b) makes it clear that a larger dimension-
less rate of reaction K0 corresponds to the velocity field reaching a
lower maximum value and decreasing in time with a faster rate, which
is a direct consequence of the photopolymerization reaction occurring
faster and reaching the critical order parameter value acr at an earlier
time. Furthermore, Figs. 7 and 8(a) showcase that smaller values of
either of the material constants appearing in the viscoelastic stress
model correspond to a larger velocity component vx at some position
and time. Lower values of coefficients of initial or intermediate viscos-
ity correspond to a smaller influence of viscous stresses in the stress
tensor given by Eq. (14), which means that the flow velocity

FIG. 4. Velocity component vx in the case of time-dependent photopolymerization
as a function of dimensionless position ŷ at different moments in time.

FIG. 5. Velocity component vx in the case of time-dependent photopolymerization
as a function of dimensionless time t̂ at different positions in the channel.
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component vx may at some point in space and time reach a higher
value before elastic stresses begin to dominate and cause the flow to
slow down. A higher value of the modulus of elasticity E meanwhile
results in the flow velocity component vx reaching its maximum value
(at some point in space) during the first phase at a slightly earlier time
and in the aforementioned velocity component decreasing at a greater
rate in the second. It can also be seen that the influences of the initial
and intermediate viscosity coefficients differ, with the fluid velocity
component vx being more sensitive to l0 when it takes on larger values
and to l when its values are lower. This observation may perhaps be
most elegantly explained by examining the analytically obtained solu-
tion of the case according to which the unsteady term was neglected,
as given by Eqs. (92) and (93). In the latter equation, the auxiliary
function T is determined by the second power series expansion for rea-
sons mentioned previously, with each term in the expansion being
proportional to the ratio ðDeA=Deað̂t ÞB Þnþ1, for n � 0, which we can
rewrite as ðEt0Þðnþ1Þð1�að̂t ÞÞlnþ1

0 l�ðnþ1Það̂t Þ. The power law lx0, where
x � 0 causes greater sensitivity to this parameter when it takes on large
values, while the relationship lx where x � 0 in turn causes greater
sensitivity to this other parameter for smaller values, which explains
the observation regarding sensitivity in the case when the unsteady
term can be neglected. Since adding the unsteady term to the govern-
ing equation does not affect the viscoelastic portion of the response,

the explanation also holds true for the original observation. Figure 8(b)
indicates that larger values of density q and consequently the Reynolds
number Re predictably correspond to a greater influence of inertia on
the response, which means that the flow velocity at some position ŷ
requires more time to reach its maximum value. Conversely, in the
case when density and the Reynolds number approach zero, the solu-
tion of Eq. (33) which accounted for the unsteady term asymptotically
approaches the solution of Eq. (32), in which this term is neglected.
This asymptotic convergence to the solution given by the previously
mentioned equation occurs regardless of how dense the fluid is.

B. Position- and time-dependent a

In the case when the extent of polymerization / and order
parameter a depend on both position and time, we determine the
velocity component vx for the same values of constants and material
parameters as in the previous Sec. IVA, with the exception of the
dimensionless reaction conversion rate, which we in this case set to
K0 ¼ 1. We also set the dimensionless attenuation coefficient to equal
c0 ¼ 10. Figures 9 and 10 display the axial velocity component vx as
functions of position and time for the case of both position- and time-
dependent photopolymerization, therefore when aðy; tÞ, with the
extent of polymerization / and order parameter a given by Eqs. (53)
and (54). Velocity component vx is determined by Eq. (106) which

FIG. 7. Velocity component vx in the case of time-dependent photopolymerization
as a function of dimensionless time t̂ for different values of (a) initial viscosity coeffi-
cient l0 and (b) intermediate viscosity coefficient l.

FIG. 6. (a) Comparison of solutions in the case of time-dependent photopolymeriza-
tion with regard to including the unsteady term and (b) velocity component vx in the
case of time-dependent photopolymerization as a function of dimensionless time t̂
for different values of the dimensionless reaction conversion rate K0.
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represents the solution to Eq. (35). Figure 9 displays the dependence
on the spatial coordinate ŷ for moments in time
t̂ 2 f0; 0:2; 0:4; 0:6; 0:8; 1g, while Fig. 10 displays the dependence on
time t̂ for values of the position coordinate ŷ 2 f0; 0:25; 0:4g. Figure
11 (Multimedia view) meanwhile displays a still image from the ani-
mation of the solution given by Eq. (106). The fact that the mechanical

response, i.e., the axial velocity component vx is different in cases of
time-only and position- and time-dependent photopolymerization is
evident by comparison of Figs. 4 and 9. We may observe that the
velocity profile no longer exhibits a parabolic or a coshðaŷÞ-like
dependence on the spatial coordinate ŷ scaled during temporal evolu-
tion, but instead takes on a bell curve-like appearance, with the shape
of the velocity profile evolving with respect to time.

While the velocity profile close to the centerline resembles a
parabola given by 1� ŷ2, it also has distinct inflection points either
side of it, with fluid velocity tending to zero in what appear to be
boundary layers adjacent to the channel walls, whose widths increase
in time. This mode of response stems from the fact that in the case
under consideration, optical transmittance and luminous flux are both
higher near the domain boundaries and lower near the symmetry axis,
while conversely the extent of polymerization is lower near the symme-
try axis and higher near the domain boundaries. Since a lower extent
of polymerization corresponds to a more viscous response, the velocity
profile near the symmetry axis exhibits characteristics of a viscous
flow, and conversely, as a higher extent of polymerization corresponds
to a more elastic response, fluid velocities near the domain boundaries
are considerably lower or outright diminish due to elasticity.

FIG. 8. Velocity component vx in the case of time-dependent photopolymerization
as a function of dimensionless time t̂ for different values of (a) Young’s modulus E
and (b) density q.

FIG. 9. Velocity component vx in the case of position- and time-dependent photopo-
lymerization as a function of dimensionless position ŷ at different moments in time.

FIG. 10. Velocity component vx in the case of position- and time-dependent photo-
polymerization as a function of dimensionless time t̂ at different positions in the
channel.

FIG. 11. Animation of the solution given in the case of position- and time-dependent
photopolymerization. Multimedia available online.
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Figure 10 indicates that in the case of photopolymerization
depending on both position and time, temporal evolution of vx can
also be as in the previous case separated into two distinct phases, with
viscous stresses dominating in the first until some maximum velocity
is reached and elastic stresses becoming dominant in the second. The
difference compared to the case of time only-dependent polymeriza-
tion is in the fact that there appears to be some a slight shift between
temporal evolutions of the fluid velocity component vx at individual
points over the domain ŷ 2 ½�1=2; 1=2�. It does not reach its maxi-
mum value at the same moment in time over the entire domain, but
instead, this occurs at earlier times closer to the domain boundaries
and slightly later near the center. We can attribute this to spatial varia-
tion in transmittance, which causes photopolymerization to evolve
faster near the wall. This in turn causes the extent of polymerization to
reach some critical value when elastic stresses begin dominating at ear-
lier times compared to center of the channel.

Figures 12–17 display how the values of material constants K, c0,
l0, l, E and q influence the velocity component vx as determined by
Eq. (106), obtained by solving Eq. (100). In the case of position- and
time-dependent photopolymerization, we display these relationships
for both points ŷ 2 ½�1=2; 1=2� along the width the channel at time
t̂ ¼ 0:2, and times t̂ 2 ½0; 1� along the axis of symmetry—ŷ ¼ 0, as in

this case, the shape of the velocity profile is much more strongly cou-
pled to values of the material constants.

Figures 12 and 13 display the influence the dimensionless reac-
tion rate K0 and dimensionless attenuation coefficient c0 exert upon
the velocity component vx. It is evident that a larger value of the
dimensionless reaction rate K0 corresponds to the fluid velocity com-
ponent reaching lower maximum values and decreasing more rapidly
in time as in the case of time only-dependent photopolymerization,
while we may also observe that in this case, a larger reaction rate results
in more pronounced boundary layers near the wall at a given time.
Figures 14–16 showcase the sensitivity of vx to the values of material
constants appearing in the viscoelastic response model. In the case of
position- and time-dependent a, it also holds true that larger values of
viscosity coefficients l0 and l as well as modulus of elasticity E corre-
spond to lower values of the velocity component vx at some position in
some moment in time. The sensitivity of the response, i.e., the fluid
velocity vx at some position ŷ as a function of time to the values of
material parameters l0, l and E can be seen to identical as in the case
of time only-dependent photopolymerization, and we may explain this
sensitivity with the same argument as in the previous case. From
Fig. 17, it is also evident that larger values of density q, and by exten-
sion, the Reynolds number, result in a longer period of time the flow
requires to accelerate to its maximum value.

FIG. 12. Velocity component vx in the case of position- and time-dependent photo-
polymerization for different values of the dimensionless reaction conversion rate K0
as a function of (a) dimensionless position ŷ and (b) dimensionless time t̂ .

FIG. 13. Velocity component vx in the case of position- and time-dependent photo-
polymerization for different values of the dimensionless attenuation coefficient c0 as
a function of (a) dimensionless position ŷ and (b) dimensionless time t̂ .
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V. CONCLUSIONS

In this treatise, we determined the velocity field, more specifically
the axial velocity component vx, which represents the response of a vis-
coelastic fluid undergoing photopolymerization, as a function of posi-
tion and time. In order to do so, we proposed a model of viscoelastic
response based on the formalism of variable-order calculus, which
accounts for the phase change through the variable order parameter a,
which is related to the extent of polymerization via the relation
a ¼ 1� /. We have considered two cases; in the first, we assumed
optical transmittance R to be invariant, and consequently, the extent of
polymerization to be invariant in space, which is represented by Eq.
(71). If we account for the unsteady term q@vx=@t when treating this
case, we can obtain a semi-analytical solution given by Eq. (84).
Velocity component vx as predicted by this solution exhibits a hyper-
bolic cosine-like, coshðaŷÞ, dependence with respect to the spatial
coordinate y, which may be approximated by a parabola, 1� 4ŷ2 for
realistic values of material constants and parameters. Temporal evolu-
tion of vx as predicted by Eq. (84) simply scales the velocity profile
over the spatial domain, and exhibits two phases, one in which vx
increases due to the action of the pressure gradient, and a second one
in which it decays and converges to zero value due to elastic forces
dominating as a consequence of the growing extent of polymerization.
If we instead neglect the unsteady term q@vx=@t in Eq. (71), we can

obtain an analytical solution expressed through a power series, given
by Eqs. (92) and (93). This solution exhibits a parabolic dependence
on ŷ and does not predict the phase of velocity increasing due to the
pressure gradient; however, it is identical to the solution when the
unsteady term is accounted for after a sufficient period of time passes.
Solutions of both sub-cases clearly indicate a non-linear relationship
between the fluid velocity and the material constants present in the
model of viscoelastic response, i.e., the initial and intermediate viscos-
ity coefficients l0 and l as well as Young’s modulus E in the long-time
limit.

In the second case, we assumed optical transmittance R to vary
with respect to the spatial coordinate ŷ , which results in the extent of
polymerization / and the order parameter a being functions of both
position and time. The governing equation of motion in this case is
given by Eq. (94), which has the semi-analytical solution given by Eq.
(100). The solution in this case cannot be entirely expressed by a
closed-form expression and predicts the functional relationship
between the spatial coordinate y and velocity vx to evolve in time from
a parabola to a bell curve-like shape, with boundary layers present on
the edges of the domain where the extent of polymerization reaches its
maximum value. The velocity profile along the y axis is not simply
scaled during temporal evolution, but instead the shape of the profile
changes as a consequence of the rate of polymerization being position

FIG. 14. Velocity component vx in the case of position- and time-dependent photo-
polymerization for different values of the initial viscosity coefficient l0 as a function
of (a) dimensionless position ŷ and (b) dimensionless time t̂ .

FIG. 15. Velocity component vx in the case of position- and time-dependent photo-
polymerization for different values of the intermediate viscosity coefficient l as a
function of (a) dimensionless position ŷ and (b) dimensionless time t̂ .
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dependent, with the aforementioned boundary layers growing in time
due to photopolymerization in the vicinity of the domain boundaries.
In this case, the solution in the form of the velocity component vx also
exhibits a non-linear dependence on the material constants l0, l, and
E.

Our results indicate that our approach can be used to accurately
model the flow of a viscoelastic fluid during phase change, e.g., due to
photopolymerization. In all of the previously mentioned cases, the spa-
tial and temporal dependence of the velocity field component vx con-
forms to expectations and known data/facts regarding the nature of
the mechanical response. In the cases we considered, vx exhibits a
power law decay in time which is the expected mode of response when
modeling the response of material with a fractional- or variable-order
operator model. This is indicative of the a priori expected fact that a
greater proportion of elastic component in the combined viscoelastic
response results in more solid-like response of the material. We
achieved this using a model with a small number of parameters,
namely l0, l, and E (which may be easily determined experimentally)
instead of, e.g., a model based on integer order operators which would
require knowledge of a significantly larger number of experimentally
determined parameters. It is also clear from our analysis that relating
the order parameter a in the viscoelastic response model to the extent
of polymerization / allows us to account for the relationship between

the chemical kinetics and mechanical response in a viscoelastic flow
undergoing phase change. Furthermore, continuous variation of the
extent of polymerization corresponds to a continuous variation of the
mechanical response, i.e., the velocity field component vx also varying
continuously. This observation is a direct consequence of treating poly-
merization kinetics with a coarse-grained approach which does not
account for variation in the extent of polymerization at minute length
scales, and also the fact that a continuously varying order of differenti-
ation in Eq. (17) results in the output of the function also varying
continuously.

Two questions regarding variable-order calculus formalism also
arise from our analysis. The first question is whether it is possible to
formulate the part of the stress tensor components determining posi-
tion- and time-dependent shear stresses, represented by 2l0 _e ij þ !ij in
Eq. (14), in such a way for to condense both of the terms into a single
contribution. This could be achieved by setting the lower bound of the
Caputo-type operator in Eq. (15) to t0 ! �1, in which case there
would be no need for the term involving the constant l0, as the other
term would then describe the response prior to the onset of phase
change. This step, however, would then prohibit a straightforward
application of the classical Laplace transform, since in this case, the
convolution theorem holds for integral over the domain t0 2 ½0; t�, and
one would instead need to utilize the, e.g., bidirectional Laplace trans-
form. The second question is whether our treatment of the mechanical

FIG. 16. Velocity component vx in the case of position- and time-dependent photo-
polymerization for different values of Young’s modulus E as a function of (a) dimen-
sionless position ŷ and (b) dimensionless time t̂ .

FIG. 17. Velocity component vx in the case of position- and time-dependent photo-
polymerization for different values of density q as a function of: (a) dimensionless
position ŷ and (b) dimensionless time t̂ .
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response can be applied in a more general case, in which the depen-
dence of the order parameter a might at some position in space not
monotonously decrease in time. In principle, there is nothing which
prohibits our method from being applied in such a case, since we did
not need to make any assumptions regarding the dependence, apart
from the extent of polymerization / and order parameter a being
smoothly varying functions in space and time. Therefore, our treat-
ment should, in principle, be valid for general cases of phase change/
polymerization processes, as long as the formalism/models used to
determine the evolutions of / and a respect fundamental thermody-
namic principles, which relevant and physically sound solutions must
obey.

The results obtained are also relevant from the viewpoint of
applications involving viscoelastic flows, such as additive manufactur-
ing. We have shown that under certain assumptions and simplifica-
tions, it is possible to relate phase change/polymerization dynamics to
mechanical response through the use of some kind of a mathematical
model. Solutions of the presented models, either analytically or numer-
ically obtained, would, e.g., enable us to control various manufacturing
procedures involving photopolymerization by controlling the intensity
of irradiating flux. Furthermore, similar mathematical models would
also enable us explain other related phenomena involving phase-
change flows.
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